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Introduction

* Media generation by Al
« emerging field of research
« focuseson creating

* images, videosand audio
« The goal
« create high-quality media
* betterthan human generated media

« Potential

« contentforentertainment and education



Exponential growth
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Improvement * Betterresults
over time

e Fasterresults




Improvement over time
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Examples for
Image generation

« Midjourney v4/Stable Diffusion/Muse

« Simulatesfocal length _—

« Understandslightreflections

« Alternative to raytracing

e Photorealistic

 Abstract

« Mask-free editing






Video
editing by

Input Video Generated Video
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MA

MA| write a python program to find primes

@ Here is a simple program that takes a number as input and outputs whether it is a prime or @9 &7

python [0 Copy code

i range(2, n):

num = int{input( »

is_prime(num):

print{num, )

print{num, }

I am doing a presentation about media generation by ai in school. If you could tell my class
one thing, what would it be?

As a language model Al, | would suggest that students think critically about the content
generated by Al media and to question its sources, accuracy, and potential biases. It's
important to recognize that Al media may not always align with our own values, beliefs, or
understanding of the world, and it's crucial to be proactive in seeking out diverse

perspectives and information sources.

Examples for
text generation

by GP1-3

« Multilanguage

Even code

* Understands jokes

e Can hold conversations

Remembers whathas been said

» Makesthings up (hallucinating)

No reliable information yet



* Beatsbestcomputers/humansin

Games by several games
« Othergames like Dota 2 masteredb
AlphaZero ctharal y

Human View AI View
L\ A P LSO G R U, o 3.006 -1.386 -0.4695 0.883
% -0.3154 -0.5425 -0.5 0.866
3.11 -1.36 -0.9336 0.3584

-2.324 2.863 0.9746 0.225

3 03I -1.361 -0.7773 0.6294

-1.387 2. 90! 0.988 0.1565

AlphaZero vs. Stockfish AlphaZero vs. ElImo AlphaZero vs. AGO 3.023 -0.9395 0.05234 -0.9985
2.951 -0.5747 0.01746 1l

W:29.0% D:70.6%  L:0.4% W:84.2% D:2.2% L:13.6% W:68.9% L:31.1% 2.963 -1.303 0.3906 0.9204
2.834 -3.164 0.01746 -1

O 3.127 -1.368 0.6562 0.755
. 3.088 -1.366 0.4695 0.883
W:2.0%  D:97.2%  L:0.8% W:98.2% D:6.0%  L:1.8% Al L

o e o T o o 3.037 -1.391 0.788 0.6157
3.076 -1.438 0.883 0.4695

-2.412 2.846 0.996 0.08716

AZ wins AZ draws AZ loses AZ white() AZ black @




Audio Generation From Rich Captions
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Projects / Default

View SSML

Cood Moming ciass, 1oday we will be discussing thes exciting .
topic of maedia generation by Al With advancements in

nachine learning, Al is now capatie of ganernaning vanous
formes of media such as images. videos, and aven text. This
COANS LD NEW OPROrTUNItIes for Craatne Sxprassion and
aliows us to push the boundanes of what is possible with
tachnology. Howsver, its impartant 1o eep in mind the
ethical consderations and Ematations of Al-genensted media
Lot's dhve Into the workd of Al-gandratod madcha and see what

the future holds

a1 /1 2000

Resemble
Al



The ;
Economlst o
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EconoBot itself seems to like the idea. Appropriately prompted with the phrase
“Foundation models are great for journalists”, it had this to say: They take away
the heavy lifting of figuring out what a story is about. But sometimes, a good
story needs more than just a foundation model. It needs something to kick off
the writing process, something that sparks the journalist's imagination and
offers a clear path towards writing. The best models, then, are not just predictive
but also inspirational.

Text generation
In mass media

Generate
* Starting points
* |deas
* Whole paragraphs
* Quick sketch of final product

Predeterminedto replace every writing

job

Journalist

* Onlysearching outinformation



Image generation
In mass media

* Quick

 Easy

« Affordable

« Will make artists obsolete

« Filmindustry with ai movies
« Future Netflix

* Generating moviessuiting your
needsin realtime

« Deepfakesof dead actors



Malicious
use cases

Creation of fake news, propaganda
and deepfakes

Automated phishing campaigns
and social engineering attacks

Facial recognition systems used
to target individuals or groups

Predictive analytics used to
manipulate markets

Al-driven robots used to commit
physical attacks



Danger 1n
designing Al

« Contentpolicy

« Censorship?
» Politically neutral?
« Alignmentproblem

» Technological singularity







Facebook—Cambridge
Analytica data
scandal

« Data misused
« 87 million Facebookusers
« withouttheirknowledge
« usedtoinfluence
« 2016 US Presidential Election
* Brexitreferendum
* Media use -> data generation

-> data exploitation by ai?

Cambridge
Analytica




Conclusion

* Al generated media will exceed
human generated media

e Whoevercontrolsthe Al controls

whatis seen
« "Whatatimeto be alive!"

- Dr. KéarolyZsolnai-Fehér
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https://ourworldindata.org/grapher/artificial-intelligence-training-computation?time=earliest..latest
https://ourworldindata.org/grapher/artificial-intelligence-training-computation?time=earliest..latest
https://huggingface.co/blog/large-language-models
https://www.researchgate.net/figure/Progress-of-image-generation-made-by-different-GAN-models-over-the-years_fig1_353838206
https://www.researchgate.net/figure/Progress-of-image-generation-made-by-different-GAN-models-over-the-years_fig1_353838206
https://daleonai.com/dalle-5-mins
https://midjourney.com/
https://muse-model.github.io/
https://www.youtube.com/@TwoMinutePapers
https://imagen.research.google/video/
https://dreamix-video-editing.github.io/
https://chat.openai.com/chat
https://www.deepmind.com/blog/alphazero-shedding-new-light-on-chess-shogi-and-go
https://www.economist.com/interactive/briefing/2022/06/11/huge-foundation-models-are-turbo-charging-ai-progress
https://www.economist.com/interactive/briefing/2022/06/11/huge-foundation-models-are-turbo-charging-ai-progress
https://www.economist.com/interactive/briefing/2022/06/11/huge-foundation-models-are-turbo-charging-ai-progress
https://www.economist.com/leaders/2022/06/09/artificial-intelligences-new-frontier
https://www.wikiwand.com/en/Facebook%E2%80%93Cambridge_Analytica_data_scandal
https://google-research.github.io/seanet/musiclm/examples/
https://app.resemble.ai/

